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Abstract  
I suggest that collective deliberation processes should be seen as cooperative ep-
istemic activities. After considering a well-known argument for why they cannot 
result from a majoritarian aggregating procedure, I focus on the limitations of a 
functionalist approach to collective agency and suggest that Tomasello’s ap-
proach to cooperation can shed light on how collective deliberation works. I then 
argue that understanding collective deliberation in terms of epistemic cooperation 
sheds light on both the structure and the normative implications of collective de-
liberative processes. 
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1. Group agency and collective deliberation 

We routinely do things together. We participate in groups, play a variety 
of institutional roles, cooperate on a regular basis. When we do, the rel-
evant intentions and actions are commonly expressed in the first-person 
plural and reported in the third-person singular, in particular when at-
tributed to institutions. We moved next class to Wednesday, the BCE 
raised the interest rates, the Catholic Church became more tolerant 
about homosexuality, yet didn’t change its minds about same sex mar-
riage, and so on. Both common sense and the social sciences treat groups 
and institutions as corporate agents. As long as agency requires delibera-
tion, however, the literature on collective action has been faced with the 
problem of whether and how the latter can be credited to collectives 
(Searle 1995, Tomasello 2008, List-Pettit 2011, Gilbert 2014). If we are to 
take joint and collective actions as something people perform on a regular 
basis, it looks like the psychology of deliberative processes should be lo-
cated at the corporate level, crediting groups and institutions with a mind 
of their own. 

It might be tempting to reduce corporate agents to collections of in-
dividuals that make up their mind by a majoritarian voting process. Yet a 
well-known dilemma blocks this move. Suppose an advisory board of 
three must judge whether global warming will be significant, given pre-
sent carbon dioxide emissions. To draw a reasoned conclusion, they 
should make up their mind about whether gas emissions are above a crit-
ical threshold (first premise) and whether a significant global warming will 
follow from their being above that threshold (second premise). Now sup-
pose the first expert takes both the first and the second premise to be 
true, concluding that there will be a significant global warming. The sec-
ond expert takes instead the first premise to be true, but not the second, 
and concludes that there will be no significant global warming. The third 
expert finally takes the second, but not the first premise to be true, and 
concludes again that there will be no significant global warming. If we ag-
gregate their attitudes by a majoritarian procedure, it turns out that there 
is a majority for each of the premises that favor their being true, yet the 
majority about the conclusion is that there will be no significant global 
warming Thus, although individual attitudes are fully consistent, the ma-
joritarian set of attitudes is inconsistent. The upshot is that majority vot-
ing may lead to inconsistent group attitudes even if individual attitudes 
are consistent, failing to express a rational deliberation process (Pettit 
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2001, List 2006, List-Pettit 2011: 45-6). This result can be pictured as fol-
lows: 

 

 Individual 1 Individual 2 Individual 3 Majority 

Premise 1 True True False  True 

Premise 2 True False True True 

Conclusion True False False False 

 
The discursive dilemma is taken to show that majoritarian aggregation 
conflicts with group agency because, given that group attitudes super-
vene on individual attitudes, majoritarian aggregation makes groups to 
hold inconsistent attitudes and thus fails to account for how groups can 
be rational (List-Pettit 2011: 67 ff.). Rationality can be preserved, how-
ever, if groups are differently organized, for instance by a premise-based 
procedure according to which the attitudes of the group on both prem-
ises are set by majority voting, but the group attitude on the conclusion 
is set by what follows from the accepted premises rather than by majority 
voting. In this case, the group ends up entertaining a consistent set of 
attitudes. Of course, a premise-based procedure entails dropping the 
view that the group attitude on each proposition is determined by indi-
vidual attitudes on that proposition, because the group attitude on the 
conclusion is determined by the group attitudes on the premises rather 
than by the attitudes individuals entertain on the conclusion. Taken as a 
whole, however, group attitudes still supervene on individual attitudes, 
because the group attitudes towards the premises supervene on the in-
dividual attitudes towards the premises, so that individual attitudes fully 
determine group attitudes towards all propositions, conclusion included. 
In other terms, while group attitudes do not supervene on individual atti-
tudes one by one, they nevertheless supervene “holistically” on individual 
attitudes, because fixing individual attitudes fixes group attitudes anyway 
(List-Pettit 2011: 69). Which entails that individual and group attitudes 
can come apart without violating supervenience, because the group atti-
tude towards the conclusion is set whatever the individual attitudes to-
wards the conclusion are. In short, individual attitudes towards premises 
are sufficient to fix group attitudes towards both the premises and the 
conclusion, but individual attitudes towards the conclusion are neither 
sufficient, nor necessary to determine the group attitude towards the 
conclusion.  
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The upshot is that preserving group agency requires crediting groups 
with some rational autonomy, granting collectives a mind “of their own” 
(Pettit 2011). Both deliberative processes and their outputs must be at-
tributed to the whole group, however individuals contribute to determine 
them, because they largely depend on how the group is organized, very 
much as individual cognitive systems depend both on their parts and on 
how they are organized into a whole (Bechtel 2008: 149 ff.).  

2. Collective mindedness and plural subjectivity 

The discursive dilemma shows that group agency requires collectives to 
exhibit at least some rationality. Yet there are different ways to conceive 
how they can be rational. List and Pettit favor a functionalist approach on 
which crediting groups with mental states and deliberation processes 
best explains their behavior. This has been a standard argument in the 
philosophy of mind. Anything that count as an agent must be credited 
with representational states that depict how things are, motivational 
states that specify how the agent intends them to be, and a capacity to 
process both to bring about actions that satisfy the latter according to the 
former. Consequently, a system must be taken to be an agent if it is im-
possible to dispense with the “intentional stance” in explaining its behav-
ior, that is if the best explanation for its observed behaviors is an inten-
tional explanation that makes sense of them by attributing mental states 
and deliberation processes to the system as a whole – be it an individual, 
a group, or an institution (List-Pettit 2011: 23).  

While this argument is generally taken to support realism about men-
tal states and processes (Fodor 1985, Pettit 2014), it has two limitations. 
For one thing, the fact that a functionalist approach licenses the analogy 
between group minds and individual minds can cast doubt about inten-
tional explanations tout court, because it also licenses the reverse claim 
that folk psychology is an illusion for individual agents as well as for cor-
porate agents like governments and companies. Consider the policy 
statements issued by corporate entities like governments and companies. 
They rationalize past behaviors and express commitments that allow pre-
dicting future behaviors, but one can be dubious about the idea that they 
describe actual inner causes. The prediction and retrodiction they allow 
about the behavior of corporate entities are likely vindicated because the 
same forces within a corporation that produce the policy statements also 
produce the policy, not because the latter describe any actual 
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psychological process (Clark 1994: 419). Given the analogy between indi-
vidual and corporate agents, reductionists may thus argue that the attrib-
utions of mental states to people are very much like official policy state-
ments: they rationalize past behaviors and express putative commit-
ments to future behaviors, but do not describe actual causes (cf. also 
Mercier-Sperber 2017):  

We have official spokespersons so that governments can better predict one an-
other’s actions […]  Ordinary psychological terms evolved for similar roots and 
serve similar functions. Folk psychology is an interpretation manual for such signal 
system. It too provides a running commentary, a story line that has some predic-
tive value. But when we seek explanations of why the system acted as it did, we 
inevitably endorse reduction, and seek the inner constituent that jointly conspired 
to generate the result. (Clark 1994: 222) 

A second trouble concerns subjectivity. First personal self-awareness is 
routinely taken to be a condition for agency, yet functionalism is silent 
about the first person. The intentional stance works in the third person. 
Group actions, however, are routinely deliberated and carried out as joint 
actions in the first-person plural. From an agential point of view, “we” are 
those who jointly act for reasons we share. If we look at collective delib-
eration processes from an agential point of view, then, there seems to be 
some intuitive constraints on what can count as collective actions and de-
liberations. First, any one of a random collection of individuals may well 
undergo identical psychological processes as the others, yet this is not 
enough for the relevant processes to be jointly performed. Tuomela 
therefore advanced a “collectivity condition” that requires people to rea-
son and act in the “we-mode” (Tuomela 2013: 24). Which means that 
sharing a goal is not per se enough for a collection of individuals to count 
as a collective. In order for them to work in the we-mode, their thoughts 
and actions must be individuated by the group perspective, so that they 
have a common goal rather than just a goal in common. Sport teams or 
symphonic orchestras are good examples: the reason why players per-
form their individual actions is the role these actions play in a collective 
action plan that can only be grasped from the point of view of the group 
– winning a game, playing a symphony, and so on (Tuomela 2013: 40 ff.). 
A further constraint seems to follow. Collective deliberation and action 
processes entail more than common knowledge, as common knowledge 
just amounts to the iterated second personal knowledge that “I know that 
you know that I know that I know that …”, whereas group agency entails 
that groups are credited with mental states and processes expressed by 
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the first-person plural “we” (Schwengerer 2022). Which apparently en-
tails a final constraint. Collective agency requires crediting groups with a 
sense of “we-ness” that mirrors individual agential self-awareness (To-
masello 2008: 57, Bianchin 2015a, Crone 2021). 

 Collective actions and deliberation processes can thus be hardly ac-
counted by a minimalistic planning theory of action that makes joint in-
tentions to result from interdependent individual action plans. On this 
view the fact that “we” intend to perform joint action J reduces to the 
fact that 1) each intend that we J – e.g. go to the movie, 2) each intend 
that we J in virtue of (1) – i.e. because each intend that we go to the 
movie, and 3) both (1) and (2) are common knowledge among partici-
pants – i.e. each knows that each other knows that each knows that (1) 
and (2) (Bratman 2014: 84). And there are two major problems with this. 
First, the account looks circular, as a first-person plural still occurs in the 
propositional content of individual intentions “that we J” (Tuomela 2005, 
Schweikard-Schmid 2021: 18). Second, common knowledge expresses 
the infinitary second personal knowledge that “I know that you know that 
I know that you know … and so on ...”, rather than the first plural personal 
knowledge that “we J”, and there seems to be no way in which iterating 
the second personal attribution of propositional attitudes to other people 
can generate the plural first personal perspective expressed by first-per-
son-plural intentions (Searle 1995: 25). It looks like collective action and 
deliberation processes must be modelled to preserve plural subjectivity. 

Notice, however, that acknowledging that collective mindedness can-
not be reduced still does not meet the demand for plural first personal 
self-awareness that is placed on group agency. Searle’s social ontology, 
for instance, is adamantly individualistic in this respect, because it takes 
collective intentionality to be irreducible, yet biologically primitive (Searle 
1995: 24). As biological properties are intrinsic properties of individual or-
ganisms, collective intentionality is also an individual property. Moreover, 
Searle’s internalism entails that collective intentionality does not depend 
on any actual relations among people, because no factor external to the 
individual contributes to determine mental states. Thus, although “no 
sets of I-Consciousness” can possibly add up to a “We-Consciousness” 
(Searle 1995: 24), the latter cannot be a property of plural subjects either. 
The claim that collective intentionality cannot be reduced just amounts 
to the claim that mental states expressed by the first-person plural cannot 
be analyzed into mental states expressed by the first-person singular: 
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It is indeed the case that all my mental life is inside my brain, and all your mental 
life is inside your brain, and so on for everybody else. But it does not follow from 
that that all my mental life must be expressed in the form of a singular noun 
phrase referring to me. The form that my collective intentionality can take is 
simply “we intend”, “we are doing so-and-so,” and the like. In such cases, I intend 
only as part of our intending. The intentionality that exists in each individual head 
has the form “we intend.”? (Searle 1995: 25-6) 

On Searle’s reading, the we-mode is therefore nothing but a feature of 
individual attitudes like beliefs, desires, intentions, and so on, for which 
the claim that entertaining psychological attitudes in the we-mode ex-
presses a primitive biological capacity provides no further explanation. 
Searle’s social ontology is consequently silent about the mechanisms that 
underly we-ness. We-ness is posited as a primitive feature of collective 
intentionality on conceptual grounds, because it cannot be analyzed in 
terms of individual intentionality, but no further thought is devoted to 
considering whether and how it can possibly emerge from biological or 
psychological mechanisms that do not involve reducing collective atti-
tudes to individual attitudes.  

Mutatis mutandis, similar considerations hold for Gilbert’s normative 
approach. On Gilbert’s view, groups are constituted as plural subject by a 
joint commitment to act and think “as one”, where joint commitments 
are primitive in that they cannot be unilaterally rescinded and therefore 
cannot be reduced to any set of individual commitments on pain of re-
ducing their normativity to the normativity of individual commitments, 
which may well be unilaterally rescinded. Joint commitments therefore 
need “a joint author” to create a collective obligation the parties cannot 
unilaterally rescind (Gilbert 2023: 85 ff.). Gilbert normative approach un-
questionably departs from Searle’s internalism because joint commit-
ments are relational – two or more people need be involved. When it 
comes to locate the author of joint commitments, however, a paradox 
looms large. On the one hand, joint commitments cannot be authored by 
the collection of individuals that participate in the group, because a mere 
collection of individuals cannot count as a joint author. On the other 
hand, they cannot be authored by groups themselves, because groups are 
constituted by joint commitments and therefore cannot be brought into 
existence by a joint commitment they should themselves set up – they 
are just not around prior to the joint commitment that brings them about. 
In other words, making joint commitments to result from mutual individ-
ual commitments would dispense with irreducibility, yet preserving the 
latter requires groups to author the joint commitments that brings them 
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about – which of course they can’t. Which blurs the very idea that groups 
are plural subjects of irreducibly collective thought and action. Positing 
we-ness as a primitive biological or normative feature of collective mind-
edness just points to a blind spot in current theories of group agency. 

3. Phenomenology and beyond 

The reason why subjectivity is a blind spot in group agency is arguably 
that corporate agents lack the unity of consciousness individuals enjoy 
(Bayne 2010, Schechter 2013, List 2018). Groups do not possess a phe-
nomenal self-awareness of their own. Therefore, we-ness must be ex-
plained on different grounds. Phenomenological approaches indeed rou-
tinely convey the view that a sense of plural first personal we-ness or “for-
us-ness” emerges from intersubjective we-relations that crucially involve 
a peculiar kind mutual pre-reflective second personal self-awareness as a 
basis for reciprocity and interdependence, which is prior to any predica-
tive attribution of propositional attitudes to others and rather involves an 
“interlocking” of subjective experiences such that each individual agent is 
pre-reflectively aware of her own experience as being experienced by 
others, where such awareness involves that others are similarly self-
aware of their own experience as experienced by each (Leon 2020, Zahavi 
2023). While we-relations are not already joint, cooperative activities, as 
they do not per se entail sharing a common goal, they provide the cogni-
tive underpinnings of cooperation by equipping agents with a mutual ex-
periential access to each other that constitutes “the pure spere of the 
We”, in which “We participate without an act of reflection” (Schutz 1962: 
175). From a phenomenological point of view, we-relations thus account 
for how we-ness emerges and enables people to function as a group in 
deliberating what to do. While plural self-awareness cannot rely on col-
lective phenomenal consciousness, cognitive processes that involve a plu-
rality of individuals can, on this basis, display enough integration to ex-
press a shared mental architecture (Szanto 2014). 

Tomasellos’s approach to collective action and thought is likely the 
most developed attempt to follow a similar path in current debates. On 
the one hand, it takes we-mode thought and agency to entail a sense of 
“we-ness” that conveys the perspective of a plural subject of thought and 
action. On the other hand, it takes the latter to arise from a general ca-
pacity for sharing intentions that builds on joint attention and social cog-
nition (Tomasello-Rakoczy 2003, Tomasello 2008: 67 ff., Tomasello 2014: 
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80-1). Joint attention enables sharing actions and thoughts because it in-
volves a “dual-level attentional structure” with a higher-level focus on 
shared goals and a lower-level focus on the complementary roles agents 
must perform to achieve the goal, so that both are represented in a single 
format (Tomasello 2008: 68-70). Engaging in joint attention, however, re-
quires agents to possess two underlying abilities that draw on social cog-
nition. First, they must be able to engage in mutual perspective taking, or 
“role reversal”, which entails understanding the equivalence between self 
and other. Second, they must be able to integrate different perspectives 
into a we-centric representation of actions and goals (Tomasello 2008: 
65). The mechanisms that explain how we-ness emerges must therefore 
be located at the psychological level in a capacity for social cognition that 
allows agents to take up and merge each other’s perspective.  

Tomasello does not explicitly endorses a specific theory of social cog-
nition, but it seems clear that the latter is best understood in this context 
along the lines of a simulation theory of mindreading (Bianchin 2015a: 
446-7). According to Tomasello, social cognition relies indeed on a capac-
ity to “simulate the perspective of others” that underlies cultural learning 
because it enables individuals to imagine themselves in the mental shoes 
of others and reenact their reasoning processes (Tomasello-Kruger-Rat-
ner 2003: 503, Tomasello 1999, 5-6, 30, 71 ff.). Mentalizing thus involves 
engaging in a mental simulation to devise a scenario “as one would expe-
rience or undergo it if it were currently happening” (Goldman 2013, 102). 
As we engage in social cognition, we are consequently induced to “re-
center our egocentric maps” to reenact one another’s cognitive pro-
cesses in a way that “multiplies the first person” (Gordon 1995a, Gordon 
1995b, Hurley 2008, Goldman 2006: 27 ff.). Multiple perspectives can 
thereby be brought to overlap to engender a we-centric representation 
of actions and goals that displays what is like for “us” to think and act as 
a group (Bianchin 2015a: 453).  

The analogy between interpersonal cooperation and intrapersonal ac-
tion planning may help understanding how mental simulation enables in-
tegrating multiple actions in a single action scheme across times and per-
sons. Carrying out a plan requires keeping track of past actions and figur-
ing out future actions to coordinate what to do at different times, which 
entails internally merging different perspectives towards the goal across 
time as mine. Taking a joint action involves performing a similar task in-
terpersonally. To cooperate towards a shared goal, we need merging dif-
ferent perspectives across people as ours. A common mechanism for self-
projection underlies both tasks. Thinking about the future, recalling the 
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past, and mentalizing others all involve imaginatively shifting our perspec-
tive from actual to counterfactual scenarios to simulate what it would be 
like to undergo the latter, which is consistent with existing evidence that 
they share a common functional anatomy and the underlying brain net-
works underpin handling simultaneously multiple perspectives (Bruckner-
Carroll 2007: 50-3, Gallagher-Frith 2003: 79, Hurley 2008: 19-20). We-
centric representations of actions and goals would then result from merg-
ing different perspectives into a double layered representation in which 
the joint action as a whole is self-attributed by group members to them-
selves as a group in the first-person plural, while related partial actions 
are attributed to individual agents.  

The capacity to engage in joint actions emerges early in childhood to 
support small-scale cooperative activities based on “dyadic” second per-
sonal relationships, but the underlying mechanism for social cognition 
support cultural learning, which later allows developing a set of broader 
social conventions and norms to manage large-scale cooperation (To-
masello 2014: 5, Tomasello 2009: 73 ff., 100 ff., Tomasello 1999: 56 ff.). 
As group size increases, a new kind of group-mindedness consequently 
emerges that is based on sharing a cultural common ground. “We” be-
come “an enduring culture” which extends across space and time to who-
ever identifies with the group by sharing the relevant cultural practices 
(Tomasello 2014: 83-5). Collective deliberation is thus reconfigured into 
a “cooperative argumentation” that drives group decision making in ac-
cordance with shared norms of rationality and allows individuals to rea-
son from the group’s perspective: 

In the context of cooperative argumentation in group decision making, linguistic 
conventions could be used to justify and make explicit one’s reasons for an asser-
tion within the framework of the group’s norms of rationality. This meant that 
individuals now could reason “objectively” from the group’s agent-neutral point 
of view (“from nowhere”). (Tomasello 2014: 5, see 138 ff.) 

On this reading, people are not given a primitive “we-consciousness”, but 
come to endorse a plural first personal stance by merging multiple per-
spectives into a single we-centric representation of actions and goals they 
are self-aware of as expressing the perspective of a plural subject whose 
deliberative processes are structured by shared epistemic norms and en-
acted by individual agents according to the role they play in a cooperative 
argumentation.  
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Thus, while Tomasello’s framework accounts for the phenomenology 
of we-ness in terms of the plural self-awareness of individual agents in 
enacting a plural subject, it goes beyond phenomenology in articulating 
group reasoning as a cooperative argumentation. In this respect, his ap-
proach rather converges with Habermas’ view of communicative action 
and arguably accounts for how communicative action itself emerges from 
earlier pre-linguistic capacities for social cognition (Bianchin 2015b). In-
deed, both Habermas and Tomasello understand communication as a co-
operative interaction that cannot be generated by strategic rationality. 
Tomasello explicitly argues that agents endowed with strategic rationality 
alone cannot develop communicative conventions because they are una-
ble to cooperate (Tomasello 2009: 98 ff., Tomasello 2008: 62 ff.). Haber-
mas likewise takes communicative action to merge individual action plans 
into a social interaction scheme that cannot be reduced to the mere in-
terlocking of individual action plans:    

The concept of communicative action is presented in such a way that the acts of 
reaching understanding, which link the teleologically structured plans of action of 
different participants and thereby first combine individual acts into an interaction 
complex, cannot themselves be reduced to teleological actions. (Habermas 1987: 
288) 

As a matter of fact, Habermas only diverges from Tomasello in taking joint 
attention, social cognition, and conventional symbols to co-originate (Ha-
bermas 2017: 31 ff), whereas Tomasello’s account relies on attentional, 
perceptual and agential capacities that predate language and enable early 
communicative conventions (Tomasello 2009: 4). This difference fades 
away, however, as children acquire – around 4 – the linguistic tools to 
manage the folk psychological vocabulary of propositional attitudes, 
which allows developing a general theory of mind and consequently ex-
pand their capacity for social cognition beyond dyadic, second personal 
relationships, to enable partaking in cultural institutions and large-scale 
cooperation schemes based on collective beliefs and practices (To-
masello-Rakoczy 2003: 136-9, De Villiers 2007, Hacquard-Lidz, 2019). As 
mentioned, joint attention requires people to engage in mutual perspec-
tive taking, which entails understanding the equivalence between self and 
other (Tomasello 2008: 71-2). As the related capacities for social cogni-
tion and cultural learning develop, the self-other equivalence accordingly 
generalizes beyond dyadic relations, enabling individuals to operate in 
anonymous settings under a general constraint of rationality and 
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reciprocity, which allows them accessing objective reasons and guiding 
their actions via the impersonal authority a ‘generalized other’ (To-
masello-Rakoczy 2003: 139, Bianchin 2015b: 599 ff.). It is in this context 
that deliberative processes become “cooperative argumentations”.  

4. Collective deliberation as epistemic cooperation 

Understanding collective deliberations as cooperative argumentations al-
lows modeling them as cooperative activities aimed at forming beliefs and 
making decisions that approximate some shared standard of truth, jus-
tice, and the like. Cooperative argumentations are linguistically articu-
lated forms of epistemic cooperation in which people engage to achieve 
shared epistemic goals. Which makes sense of how groups can be rational 
without crediting them with a metaphorical mind “of their own”, as a co-
operative argumentation is nothing but a communicative process in 
which people jointly make up their minds about what to do by exchanging 
arguments. The discursive dilemma mentioned in the first section evapo-
rates, because people can be naturally expected to accept conclusions 
that follow from shared premises.  

Understanding collective deliberation as epistemic cooperation thus 
strengthen the plausibility of a deliberative approach to collective deci-
sion making because it accounts for how deliberation can track group ra-
tionality. Deliberation is commonly taken to benefit collective decision 
making because it enables integrating different perspectives, interpreta-
tions, and information pools, it allows weeding out good arguments from 
bad, and it ultimately leads to rational agreements that reliably track the 
best solution (Landemore 2013: 97 ff.). More specifically, it is common 
ground that engaging in a deliberative process affects people’s prefer-
ences, views, judgements, and social dispositions so as to improve collec-
tive decisions because it (a) exposes people to new information, perspec-
tives, and interpretations (b) confronts people with new arguments and 
allows subjecting them to public scrutiny, (c) encourages people to take 
a reflective stance on their preferences and perspectives in the 
knowledge that they have to be justified to others, (d) creates a dialogic 
situation that elicits people’s cooperative dispositions and induces partic-
ipants to devise the issue at stake in a “we-frame” (List-Dryzek 2003: 9). 
If collective deliberations are conceived as cooperative epistemic activi-
ties, the structure and the normative features of deliberative processes 
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can be analyzed within the framework sketched above for understanding 
cooperation.   

First, understanding deliberation processes as cooperative activities 
allows outlining how they are structured by articulating the shared men-
tal architecture they involve. Here Tomasello’s idea that cooperation in-
volves a double-layered representations of actions and goals – with a 
higher-level focus on shared goals and a lower-level focus on individual 
roles – explains how agents manage to reason together. For something 
to count as a collective deliberation, agents must understand their giving 
and asking for reasons as the complementary roles they play in a cooper-
ative activity designed to reach an epistemic goal they jointly represent 
as their own. Moreover, complex tasks may require groups to be orga-
nized so that different individuals and sub-groups specialize in performing 
different tasks. Take advisory boards or large corporate decision makers 
like economic organizations and public institutions. Sometime the delib-
erative process is the same for all group members, so that they are all 
equally involved in one and the same process. But suppose a large 
amount of data must be gathered, analyzing them requires specialized 
knowledge, and reasoning about different aspects of the issue at stake 
requires different cognitive skills – economic, legal, sociological, psycho-
logical, and so on. In such cases, the overall task is routinely broken down 
into different components which are fed to different individuals or sub-
groups, so that group membership entails performing a specific function 
within the group, or within a sub-group. Also, some tasks may be per-
formed by technological devices – information and arguments can be 
stored in written records, disseminated by different media, processed by 
computer software, and so on. The division of cognitive labor allocates 
cognitive tasks across the group, so that the group itself works as a dis-
tributed cognitive system whose parts cooperate to the overall delibera-
tion by performing different specialized tasks whose outputs are available 
to the group as a whole (Bird 2014: 80 ff., 2024). The deliberation process 
here can be suitably regarded as a culturally scaffolded cooperation 
scheme that still display enough cognitive integration to devise a shared 
mental architecture. 

Second, conceiving collective deliberation as epistemic cooperation 
provides some tools to tackle the normative demands placed by large-
scale deliberations on a deliberative view of collective decision making. 
Large-scale deliberation is realistically described as performances of de-
liberative systems that involve multiple sub-groups, organizations, insti-
tutions, networks, and technologies. As a consequence, dialogic 
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approaches look descriptively inadequate and normatively vulnerable to 
the criticism that they convey an idealized view of deliberation according 
to which deliberation processes are intrinsically democratic and fair. The 
apparent shortcoming of systemic approaches, however, is weakening 
the claim that people reason “together”, because on a systemic approach 
the deliberative process turns out to be fragmented and mediated by a 
variety of mechanisms that go beyond dialogic reason-giving, which 
seems to refute the participatory ideals commonly associated with a de-
liberative approach to collective decision making. This is not the place to 
enter the debate about deliberative systems, but it is worth noting that 
understanding collective deliberation as epistemic cooperation suggests 
how they can be designed to be democratic and fair.  

Democracy has received considerable attention, and a variety of 
measures have been advanced to “democratize deliberative systems” 
(Parkinson 2012). Democratic equality can be implemented as an organi-
zational feature of the system, by granting people equal access to delib-
erations within sub-groups and allowing sub-groups to be equally repre-
sented in larger groups, so that each perspective ends up being treated 
equally on the whole, even if not all individuals participate equally in every 
segment of the overall deliberation process (Bohman 2012: 75 ff.). More-
over, cultural technologies like education, the mass media, and science 
can be designed to reduce the systemic distortions induced by self-serv-
ing interests, cognitive biases, and ideologies that can pervasively operate 
beyond individual control in culturally scaffolded deliberation processes. 
Finally, social institutions can be designed to minimize the influence of 
power relations within the system and be anchored in a broad public 
sphere that supports reflective critique and contestation (Parkinson 
2012: 161 ff.). The basic idea that underlies such proposals is that, while 
large-scale deliberations require a division of epistemic labor that breaks 
the deliberative process into different tasks and bypasses dialogic control, 
democratic equality can be preserved by cultural design. Here again To-
masello’s framework helps understanding how this might possibly work, 
as it suggests that the self-other equivalence built into the psychological 
infrastructure of cooperation can itself be culturally scaffolded – for in-
stance, through institutional design – so that individuals still count as free 
and equal ultimate justificatory authorities across the system, as required 
by democratic deliberations (Forst 2017: 29, 49, 157).  

How deliberative systems can be fair has received far less attention, 
although it plainly relates to well-known debates about epistemic injus-
tice. Epistemic injustice occurs when people are wronged either because 
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they experience a “credibility deficit” due to a prejudice associated with 
the social group(s) they belong to or because they are deprived of the 
hermeneutical resources to make sense of their own social experience 
due to their being excluded from the social practices in which the relevant 
conceptual, linguistic, and interpretive tools are created and reproduced 
– e.g. from medical, legal, educational, and political practices (Fricker 
2007: 27, 151). Understanding collective deliberations as cooperative 
practices helps understanding what is wrong with that, as it suggests set-
ting the standards of epistemic justice along the lines of a general theory 
of justice designed to govern cooperation. The idea of a “well-ordered 
science” has been advanced by Philip Kitcher, for instance, to convey the 
idea that scientific practice should be designed to meet the different 
viewpoints distributed in a society about what problems are significant, 
which values should be met, and so on (Kitcher 2001: 122-3). Understand-
ing deliberation as a cooperative practice, however, allows outlining a 
specific conception of epistemic justice that applies to any deliberative 
domain. If deliberations are cooperative practices, it should indeed be 
possible to specify some general principles of epistemic justice along the 
lines of Rawl’s conception of justice (Rawls 1999: 266) to devise how the 
burdens and benefits of epistemic cooperation should be distributed 
wherever collective deliberations are structured by the division of epis-
temic labor. It is unlikely that people enjoy identical epistemic resources 
in such cases, and not all differences are likely unjust, but deliberations 
would look intuitively fair if epistemic inequalities are arranged to the 
greatest benefit of the least epistemically advantaged and attached to 
roles that are open to all under conditions of a fair equality of oppor-
tunity. Epistemic justice thus would arguably allow for differences that 
can be justified as arising under conditions of a fair access to epistemic 
resources – allowing experts, for instance, to enjoy a special epistemic 
authority in their field – but would prevent arbitrary differences and lay 
out a standard that might shed light on epistemic injustice as well as it 
might inform institutional design.  

What about subjectivity? Bird (2014: 102 ff.) suggests that the unity of 
a subject materializes in distributed cognitive systems due to the interde-
pendence engendered by the division of epistemic labor. On this reading, 
a plural subject of action and thought emerges from the division of epis-
temic labor as individual contributions are integrated in a shared cogni-
tive architecture that encompasses both the overall task performed by 
the system and the sub-tasks performed by its parts. Deliberative sys-
tems, however, are not phenomenally conscious and therefore cannot be 
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credited themselves with the subjective self-awareness agency requires. 
A phenomenal sense of we-ness can be preserved only along the lines of 
Tomasello’s account of how people identify with cultural groups in enact-
ing large-scale, culturally scaffolded collective cognitive processes. As 
mentioned earlier, experiencing shared actions as actions “we” perform 
requires individual agents to manage a double-layered representation of 
actions and goals, involving a higher-level focus on the joint task and a 
lower-level focus on related complementary roles. As cooperation scales 
up, cultural practices replace dyadic interactions in endowing agent with 
a we-centric perspective that allows reasoning from the point of view of 
the group. On this view, deliberative systems are just complex collectives 
whose organizational features are shaped by cultural technologies. On 
the one hand, the division of epistemic labor is structured by social norms 
associated with different roles people may come to play in a deliberative 
system. On the other hand, the production and transmission of 
knowledge across the whole system is supported by a technological infra-
structure that includes both material artefacts and abstract methods. 
Large-scale argumentative cooperation goes therefore well beyond the 
minimal turn-taking structure of dialogic exchanges, but there is no rea-
son to think that cultural complexity prevents people from experiencing 
what they do as their own deliberation. In a democratic society, for in-
stance, electoral processes are routinely experienced as collective delib-
erations performed by a people, however complex, agonistic, frag-
mented, and technologically mediated they may turn out to be. In this 
sense, while deliberative systems cannot be themselves phenomenally 
self-aware, they can be experienced as plural subjects by those who enact 
them as long as they are subjectively self-aware of acting as a culturally 
enhanced group. We the people are culturally scaffolded plural subjects. 
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