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Abstract 
This paper aims to shed light on the often-overlooked ethical tensions between Artifi-
cial Intelligence (AI) and human decision-making in life-and-death scenarios, where 
outcomes directly affect human life, survival, and well-being. Focusing on the issues 
of autonomy and control, I argue that while AI systems can exhibit computational au-
tonomy, they lack the deliberative and moral capacities required for full ethical 
agency. Through case studies in military and healthcare contexts, I argue for the ne-
cessity of consistent human control in ethically sensitive decisions. 
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1. Introduction  

Artificial intelligence has reached a level of sophistication that would have 
been unthinkable just a few decades ago. Its versatility has encouraged 
its integration into a growing number of industries, from marketing to en-
tertainment, from transportation to creative work. Today, we can process 
vast volumes of information to obtain statistical data on purchasing hab-
its or political preferences, predict the evolution of weather patterns and 
fluctuations in rental prices, and generate financial plans, programming 
codes, and even hyper-realistic images. Moreover, AI can perform these 
tasks within seconds, significantly reducing the time and effort required 
for human activities. It is not surprising, then, that artificial intelligence is 
becoming an integral part of most human experiences. Its ability to mimic 
– and sometimes even surpass – human intelligence makes our tasks eas-
ier, faster, and more efficient. 

However, while the benefits of artificial intelligence are evident 
enough to justify its adoption in almost every area of human life, there is 
far less awareness of its potential harm. This disparity is largely due to the 
unprecedented pace of technological advancement, which surpasses our 
ability to conceive new questions, new methods of inquiry, and, conse-
quently, critical reflections on the consequences of AI development. We 
are facing levels of sophistication and complexity that are difficult to un-
derstand, manage, or predict – especially in a context characterized by 
constant and dynamic change. For this reason, speculative thinking that 
investigates the nature and effects of these tools on human and non-hu-
man lives is crucial. This kind of inquiry, given its multifaceted and evolv-
ing nature, requires a radical rethinking of the traditional questions and 
categories used in disciplines such as epistemology, philosophy of mind, 
and cognitive sciences, as well as ethics, political philosophy, and the so-
cial sciences. Indeed, if human-machine interactions could once be ana-
lyzed through relatively simple categories and frameworks, we must now 
develop brand-new theoretical and practical tools to manage and solve 
dilemmas that have relevant ethical significance in human existence. 

In this paper, I focus on a relevant issue in AI ethics: the impact that 
artificial intelligence can have on human decision-making and control. 
Specifically, I will address the case of autonomous systems in the military 
and healthcare sectors. These are areas where difficult decisions can de-
termine life or death, making the role of artificial intelligence in support-
ing such decisions particularly controversial. One might argue that deci-
sions of such gravity should remain strictly within human control, given 
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the severe consequences involved. Allowing a machine or algorithm to 
decide matters of life and death is intuitively both immoral and dangerous 
– a statement that would not require lengthy arguments. However, in this 
work I will present concrete examples of how AI systems can shape life-
and-death scenarios while also claiming the need to impose moral princi-
ples that limit the decision-making autonomy of AI. There are situations 
where artificial intelligence, by default, should never replace human de-
cision-making processes, as doing so risks leading to harmful conse-
quences, including death and the experience of pain. I will outline practical 
cases in which these principles are underestimated and offer insights into 
the dangers of an uncritical and overly optimistic reliance on AI in critical 
decision-making processes. 

2. The ethical significance of AI in decision-making 

Any work that seeks to investigate the intersection between human deci-
sion-making and artificial intelligence may raise numerous doubts and 
questions. Have we truly reached such a high level of innovation to the 
point that AI can influence our decision-making processes? Can artificial 
intelligence make decisions for us? Does AI possess a form of agency? If 
artificial intelligence is advanced enough to shape our decisions or even 
make them on our behalf, and if it is endowed with a form of agency, 
could its influence be truly decisive in moral contexts that require com-
plex deliberation? These are all legitimate questions that must be care-
fully considered, as they determine the legitimacy and foundation of this 
type of investigation. 

As regards the first two questions, I think providing practical examples 
shows more clearly the co-implications that link human decision-making and 
artificial intelligence. As I already mentioned, artificial intelligence is mas-
sively present in our everyday experiences: we encounter it while looking 
for information, entertainment, and even social interactions (Ilyas 2022).  
Algorithms filter the information we see in search engines and social me-
dia, recommend films or books based on our preferences, and suggest 
people we might want to meet and/or start a romantic relationship with. 
But can we say that artificial intelligence makes actual “decisions” in these 
cases? The answer depends on the perspective we adopt. If we define 
decision-making as the process of selecting between multiple options – 
choosing between element A, element B, or element C – then the answer 
is yes. Algorithms analyze data and, based on their findings, “decide” 



Ermelinda Rodilosso, When AI decides 

158 

which kind of strategy to follow and which alternative to present to us 
amidst a huge range of choices. However, this type of decision-making is 
largely uncritical and does not require a complex deliberative process. 
Conversely, if we define decision-making as a deliberative process, then 
the actions performed by AI systems do not constitute true decision-mak-
ing. They lack several key characteristics that make human decisions com-
plex deliberative processes. As works such as Upheavals of Thought by 
Martha Nussbaum (2001) and Emotional Intelligence by Daniel Goleman 
(1995) show, decision-making involves not only evaluation and calcula-
tion but also emotions, contextual experience, and intentionality – ele-
ments that AI clearly lacks (Yıldız 2025). 

However, we should not assume that, simply because AI-driven pro-
cesses differ from human decision-making, they have no influence on the 
choices we actively make. It’s quite the opposite. The options presented 
to us by algorithms have a significant impact on what we decide every 
day. This influence is particularly evident in areas such as information and 
marketing. The information we are exposed to in search engines and so-
cial media is not random: it is the result of a highly selective process de-
signed to present certain types of content while excluding others because 
they are deemed more relevant, relatable, or appealing (Zhang et al. 
2021). The same applies to marketing. Through profiling processes, ma-
chine learning algorithms identify our preferences, predict what we might 
want to buy, and, based on this analysis, suggest specific products while 
ignoring others. The mechanisms underlying algorithms that filter infor-
mation and those that tailor product recommendations operate in a 
somewhat similar way (Habil et al. 2023). 

These processes have substantial repercussions on our decision-mak-
ing. If we are constantly exposed to a particular type of information or 
product – while alternative perspectives or choices remain obscured – 
our decisions will have very different outcomes in accordance with what 
is shown to us. For instance, machine learning algorithms on social media 
select content in alignment with users’ preferences and, in the case of 
political preferences, can even spur ideological polarization (Rodilosso 
2024). While AI does not make these decisions in place of humans, it un-
doubtedly shapes the experiential and decisional landscape within which 
we absorb certain information, stimuli, and experiences and, in the light 
of them, make a certain decision.  

The functioning of recommendation algorithms in the fields of infor-
mation and marketing shows that, at an underlying level, AI is now capable 
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of influencing our decisions, though reasonable doubts remain about the ex-
tent and limits of this capacity. While one can argue about the actual effec-
tiveness and scope of these tools, these systems have some kind of indirect 
moral impact on human beings, as the selections made by algorithms and 
machines currently shape the experiential ecosystems in which human deci-
sion-making takes place. 

However, this is only one of the ways in which artificial intelligence and 
decision-making can intersect. There are circumstances in which algorithms 
and machines’ responses have a direct moral impact on human beings. In this 
instance, AI’s decisions are taken without any human control and, at the 
same time, have immediate, morally significant consequences on human be-
ings. When AI “decides” for us, their calculated choices are not limited to 
obliquely directing our opinions and preferences, but to replace human 
agency and control. In this paper, I will focus on the second type of AI impact: 
cases where artificial intelligence replaces human decision-making in morally 
critical contexts. I will specifically examine how autonomous systems in the 
military and healthcare sectors can operate independently of human over-
sight. Given the scope and immediacy of the risks these technologies pose to 
human welfare and life, an analysis that crosses normative theories and real-
world scenarios is becoming ever more urgent. 

3. Computational autonomy vs. human control 

When exploring the ethics of artificial intelligence – autonomous systems in 
particular – there are two key words that we should consider as pivotal: au-
tonomy and control. These concepts are ethically significant because they 
define how we assign accountability and moral responsibility to machines. An 
autonomous system that acts without sufficient human control risks creating 
gaps in responsibility: who is to blame if harm occurs? If an AI system makes 
a decision that leads to harm or death, is the developer responsible, the 
owner of the system, or the system itself? The situation becomes even more 
ethically complex when computational control begins to displace human con-
trol. What happens when algorithmic logic overrides human judgment, or 
when decisions are made in ways that are opaque to human agents? 

As Luciano Floridi has observed, artificial intelligence is not only taking 
up an expanding space in our lives but is also making “increasingly conse-
quential decisions autonomously”, raising urgent questions about the im-
plications of “artificial agency” (Floridi 2025). According to Basti and Vitiello 
(2023) AI systems can exhibit a form of autonomy that enables them to make 
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ethically relevant decisions. They argue such systems may be considered “au-
tonomous moral agents” if they show the capacity to integrate “ethical con-
straints” and if they display a “deontic higher order logic”. In contrast, 
Chakraborty and Bhuyan (2024) claim that even if autonomous systems can 
operate without human oversight, they do not possess autonomy or the 
power of reasoning in a Kantian sense.  

The level of ethical autonomy of artificial intelligence systems is still much 
debated and there seems to be no general agreement on this issue. Never-
theless, I believe the distinction proposed by James Moor (2006) on artificial 
agents can further clarify the reflection. Moor divides artificial intelligence 
into different artificial agents that possess varying degrees of ethical capacity.  

 
(a) Ethical-Impact Agents. Systems that affect humans in ethically signifi-

cant ways, but do not make ethical decisions themselves. 
(b) Implicit Ethical Agents. Systems that are designed to avoid unethical 

outcomes but are not capable of truly understanding ethics.  
(c) Explicit ethical agents. Systems that are capable of reasoning about 

ethical principles and making decisions based on them. They can sim-
ulate ethical deliberation using formal logic or decision frameworks, 
but they lack consciousness, emotions, or true understanding. 

(d) Full ethical agents. Systems that have consciousness, intentionality, 
free will, and moral responsibility required for genuine moral agency. 

 
I consider this distinction fruitful as it establishes specific criteria and capabil-
ities that different levels of artificial agents must exhibit to be considered not 
only autonomous, but ethically autonomous. In light of these criteria, we can 
say that, although endowed with sophisticated skills, autonomous systems 
do not fall into the category of “full ethical agents”, but rather the category 
of “explicit ethical agents”, since they are capable of understanding moral 
issues from a formal standpoint, but cannot fully grasp practical reasoning 
and human emotions. 

This important categorization shows us that if we are to judge AI as mor-
ally autonomous, we must not rely solely on deontic reasoning capacities, but 
also on deliberative ones. This means that such systems would need to 
demonstrate a deliberative ethical capacity that allows them to respond to 
significant moral situations. However, as I mentioned in the previous section, 
these instruments lack certain elements that are crucial in deliberative pro-
cesses. As noted by Martha Nussbaum (2001, 2011), deliberative ethical de-
cision-making requires practical reason, intentionality, embodied experience, 
a narrative sense of the self, and empathy. For these reasons, I believe that 
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although AI systems can make computational decisions – based on algorith-
mic processing and data evaluation – these differ significantly from delibera-
tive moral decisions, which involve self-reflection, empathy, and practical 
reasoning. Deliberative capacity, which is uniquely human, distinguishes ex-
plicit ethical agents from full ethical agents, but also AI’s moral impact from 
its ability to perform proper moral decision-making. This taxonomy offers 
clear tools for evaluating how much autonomy should be granted to artificial 
intelligence – particularly in morally complex decisions. 

Fiorella Battaglia (2025) effectively examines the issue of control in au-
tonomous systems and how the loss of human control can lead to dehuman-
ization. First, the notion of “control” raises the thorny issue of moral respon-
sibility for these instruments. On the one hand, control is the precondition of 
responsibility: if we do not exercise control over ourselves and our actions, 
we cannot be held responsible and accountable. On the other hand, control 
does not seem to be a sufficient element to attribute moral responsibility to 
an agent. Autonomous systems may bear causal responsibility, but they can-
not be held morally accountable for a certain decision. This is consistent with 
the multifactorial and ambiguous structure of artificial intelligence agency – 
in which responsibility and accountability are distributed across multiple hu-
man, technical, and artificial actors. 

Taking up Fischer and Ravizza’s (1998) theory, Battaglia acknowledges 
that AI cannot be considered morally responsible, only causally responsible. 
This is due to the connection between moral responsibility and the capacity 
to identify with and own the internal mechanism of an action. In other words, 
even if AI can respond to reasons for its actions, its actions never fully origi-
nate from and belong to AI alone. It follows that decisions of moral standing 
made by autonomous systems can lead to dehumanization phenomena, for 
at least two reasons. First, if control is “a necessary condition for the exercise 
of agency” (Battaglia 2025) and if the loss of agency leads to deprivation of 
moral standing, then autonomous artificial agents can appropriate human 
control and, consequently, deny their agency and moral standing. Second, if 
autonomous systems cannot perform morally characterized choices made 
through genuine moral understanding, then the process enacted by ma-
chines is a priori flawed and risks making dehumanizing decisions. 

Both the issue of autonomy and control demonstrate that autonomous 
systems, although they can be designed and trained to follow ethical princi-
ples and exhibit some degree of autonomy, control, and agency, are not pro-
ficient in making decisions that carry significant moral consequences – or at 
least not without adequate human supervision. Given this radical difference, 
I argue that there should always be human control in cases where AI-driven 



Ermelinda Rodilosso, When AI decides 

162 

decisions have life-altering consequences for human beings. The following 
case studies will illustrate how the unsupervised decisions of autonomous 
systems can impact human welfare and life. By examining real-world exam-
ples from domains such as healthcare and military operations, we can better 
understand the ethical risks posed by delegating morally significant choices 
to systems that lack deliberative capacity, empathy, and proper accountabil-
ity. 

4. “The Gospel”, “Lavender”, “Iron Dome”, and the drones 

The first case I examine in this paper concerns the military sector. The 
potential for AI to influence military decision-making is not new and has 
been discussed since the early development of these tools. However, re-
cent advancements in AI-powered defense systems have raised new con-
cerns about their direct impact on human life. Today, numerous military 
strategies massively rely on artificial intelligence, often with little regard 
for the ethical boundaries that should limit its use when human survival 
is at stake. Among the most recognizable examples we can find the AI-
driven technologies “The Gospel” and “Lavender”, employed by the Is-
raeli Defense Forces (IDF) in real-life military operations. Here I would like 
to focus on their capacity to actively influence – if not replace – human 
decisions. For this reason, I will refer to them as AI Military Decision Sup-
port Systems: AI-driven systems programmed to process vast amounts of 
data efficiently and instantaneously to identify, target, and, in some 
cases, execute military strikes with little to no human intervention 
(Sharma 2024, Gusterson 2024). Given their precision and speed – expo-
nentially greater than that of human operators – they can be considered 
a true “mass assassination factory” (Abraham 2023), disproportionately 
amplifying the destructive potential of the already sophisticated military 
technology at the IDF’s disposal. 

According to Aviv Kochavi, who has served as Chief of General Staff of 
IDF, The Gospel enabled the identification of 100 targets per day, whereas 
exclusive human analysis identified only 50 targets over an entire year 
(Davies et al. 2023). These figures highlight how AI, when used for military 
purposes without adequate human oversight, severely undermines the 
moral legitimacy of its use. The so-called “targets” are not merely vehicles 
or buildings; they are often people whose safety can be undermined by ma-
chines. These machines, as I have exposed in paragraph 3, are not able to 
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perform deliberative moral decisions, as they follow data analysis, pre-pro-
grammed designs and rules, and learned patterns. Proponents of these AI-
driven military strategies emphasize their advantages in terms of speed 
and efficiency, which allow them to anticipate and outperform opponents 
(Brumfiel 2023). However, the moral and human cost of this efficiency 
cannot be ignored. Allowing algorithms to make decisions in warfare 
without sufficient human intervention – intervention that both slows 
down and critically monitors these operations – exposes countless human 
lives to fatal mistakes and raises ethical concerns about the growing ca-
pacity for large-scale annihilation. The Lavender system, for instance, is 
reported to have an error rate of 10% (Al Jazeera 2024) – an alarming high 
percentage given the stakes. Yet, despite this margin of error, it continues 
to be deployed for high-risk targeting operations. 

The destructive potential enabled by AI-driven warfare is something 
completely new that our minds still struggle to process. AI-enhanced 
drones deployed by Israel, working in conjunction with analytical systems 
such as The Gospel and Lavender, can acquire target information within 
moments and be used in various forms of attack, including “dropping gre-
nades, firing missiles, conducting suicide missions, and crashing into civil-
ian infrastructure” (Dana 2024). In addition, these AI-powered systems 
have been employed in devious strategies, such as broadcasting the cries 
of women and children to lure civilians from their homes, exposing them 
to targeted attacks (Euro-Mediterranean Human Rights Monitor 2024). 
These examples demonstrate how the technological advancement of AI 
in military applications not only increases the efficiency of military oper-
ations but also enables tactics that more closely resemble war crimes 
than lawful combat – if we can even apply the term “lawful” to acts of 
killing. 

At this point, I would like to mention some of the most pressing ethical 
risks associated with AI in warfare and examine how these risks manifest 
in the military field. In particular, I will focus on the issues of autonomy, 
transparency, and accountability, as well as the potential for misuse. Re-
garding autonomy, so-called “Lethal Autonomous Weapons” (LAWs) are 
already operational and can be defensive, such as the Iron Dome missile 
defense system, which intercepts and destroys incoming rockets, artil-
lery, and mortars (hence classified as counter-RAM or C-RAM) (Johansson 
and Falkman 2011, Slesinger 2022), or offensive, such as the AI-guided 
drones discussed earlier. While these systems require some minimal de-
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gree of human intervention, it remains unclear how much control hu-
mans actually have on these tools. There are three recognized levels of 
human involvement in autonomous weapon systems: 

 
(a) Human-in-the-loop, where a human must initiate the machine’s 

action; 
(b) Human-on-the-loop, where a human can override or abort a ma-

chine-initiated action; 
(c) Human-out-of-the-loop, where no human intervention occurs, 

and the system operates independently based on its program-
ming and data. 

 
To date, there is no available evidence confirming the deployment of fully 
lethal autonomous weapons (LAWs). Existing regulations require LAWs to 
be designed in such a way as to necessitate human judgment. For exam-
ple, the U.S. Department of Defense’s Directive 3000.09, originally issued 
in 2012 and renewed in 2023, mandates that autonomous and semi-au-
tonomous weapon systems “allow commanders and operators to exer-
cise appropriate levels of human judgment over the use of force” (U.S. 
Department of Defense 2012: 2). However, this directive is both outdated 
and ambiguous. It fails to define what constitutes an “appropriate level 
of human judgment” or how this judgment should be exercised in life-
and-death scenarios. 

The risk of these systems evolving into autonomous decision-makers 
operating with minimal or no human oversight is increasingly plausible. If 
AI-driven systems have the potential to make life-and-death decisions 
without human intervention, they disrupt the moral accountability of mil-
itary operations, making it difficult to determine who is responsible for 
specific actions and their consequences. Amanda Sharkey warns that this 
shift toward automation in warfare risks eroding human dignity by elimi-
nating “the human reflection that is essential for justice, morality, and 
law” (2019). Excessive machine autonomy could initiate processes that 
ultimately undermine human autonomy itself, exploring domains that 
should remain exclusively human, such as the right to life and personal 
security. 

Another major concern is the lack of transparency in AI-driven military 
systems. The complexity of AI algorithms used for targeting and strikes – 
combined with the secrecy surrounding military technology – makes it 
nearly impossible to fully understand how specific decisions are made. 
This lack of transparency presents significant obstacles to accountability. 
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Military operations are already difficult to reconstruct due to the chaotic 
nature of warfare, even when human-controlled weapons are used. The 
challenge of determining responsibility becomes even greater when it is 
unclear who initiated an operation or whether the machine acted inde-
pendently. This creates harmful ambiguities in the domain of moral re-
sponsibility. If an autonomous or semi-autonomous LAW commits a war 
crime or engages in an illicit military operation, who bears responsibility? 
Should accountability fall on the military personnel operating the system? 
The politicians who authorized the deployment of AI in warfare? The soft-
ware engineers who designed the algorithms? Or does responsibility rest 
with the artificial agency itself? These uncertainties show the highly prob-
lematic nature of AI-driven military decision-making and the urgent need 
for human oversight. Human intervention is crucial for at least three rea-
sons: 

 
(a) Lack of humanness. Machines and algorithms lack essential hu-

man qualities such as empathy, compassion, remorse (Sancar 
2024), and contextual understanding (Christie et al. 2024), all of 
which are crucial for ethical decision-making. While elaborating 
a moral judgement, the human mind takes into account context, 
moral responsibility, and emotions – elements that are alien to 
artificial intelligence systems. 

(b) Ambiguities in accountability. AI systems and LAWs present “a 
challenge for responsibility and accountability” (Ivi), as they can 
replace humans at every stage of a military operation. As I al-
ready said, this could make it difficult – if not impossible – to de-
termine who is responsible for war crimes or could lead to the 
justification of such crimes as the result of non-human errors. 
This ambiguity creates a dangerous loophole, potentially allow-
ing military personnel and political leaders to violate interna-
tional law and human rights without consequence. 

(c) Risk of escalation and loss of control. The speed and efficiency 
that make artificial intelligence appealing in military contexts 
also heighten the risk of escalation and instability (Horowitz 
2021). Since commands can be executed instantaneously and 
with extreme precision, any escalation could result in the loss of 
vast numbers of innocent lives, if not outright massacres. 

 
In light of these concerns, it is evident that AI systems supporting or re-
placing human decision-making carry significant moral implications and 
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can exacerbate ethical dilemmas that are far from new. These implica-
tions are deeply connected to plausible dehumanization determined by 
computational autonomy. AI tools can be programmed to execute oper-
ations that, while offering a strategic military advantage, ultimately auto-
mate decisions that should be carefully weighed and evaluated by hu-
man’s deliberative capacity and power of reasoning. While these technol-
ogies represent a prodigious advancement, allowing algorithms to in-
stantly identify targets and issue commands with little or no human over-
sight sets a dangerous precedent that deepens the oppression of already 
vulnerable nations. A prime example of this, again, is the apartheid State 
of Israel, which, by deploying untested AI systems in warfare, not only 
strengthens its dominance but also acquires valuable technological re-
sources to tighten its grip on Palestine, escalating what Dana (2024) de-
scribes as “genocidal brutality.” The use of AI in this context is not merely 
a matter of military strategy but also a means of pursuing political and 
ideological objectives. 

Another critical issue worth discussing when dealing with artificial in-
telligence is the role of the digital divide in contexts marked by systemic 
injustice. The military application of AI exposes marginalized individuals 
and nations to even more violent forms of domination and oppression. 
As technological tools become so advanced that they dictate the out-
comes of conflicts, it becomes clear that countries lacking the economic 
resources to develop AI-driven military technologies will have little 
chance of success. The race to develop cutting-edge AI systems among 
industrialized nations is widening the gap between wealthy and op-
pressed countries, reinforcing colonial power structures and exacerbat-
ing global inequalities. Artificial intelligence, perhaps more starkly than 
previous technological innovations, demonstrates how technology can, in 
some cases, deepen existing disparities rather than serve as a tool for col-
lective liberation. The prospect that these systems will become even 
more powerful in the future – and that their maintenance will demand 
immense economic and material resources – suggests that the wars of 
today and tomorrow will offer no path to justice for oppressed peoples. 
Instead, AI is increasingly emerging as a vehicle for perpetuating imperi-
alist and colonial ambitions, cementing structural inequalities rather than 
dismantling them. 
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5. Denial, delay, and neglect 

A second, equally problematic case that threatens to undermine human 
safety in life-and-death decision-making contexts is healthcare. The inter-
section of artificial intelligence and medical care has proven fruitful in 
many circumstances. AI is widely used in imaging analysis, where it is 
trained to interpret medical images and X-rays to identify potential dis-
eases or conditions (Khalifa and Albadawy 2024), improving both the 
speed and accuracy of diagnoses. It also plays a role in developing per-
sonalized treatment plans (Yogeshappa 2024), tailoring medical interven-
tions to individual patients based on their specific needs. Additionally, AI 
is increasingly used in pharmaceutical research, supporting the discovery 
of new drugs and active ingredients (Bhattamisra et al. 2023). The effec-
tiveness of these tools makes them not only preferable but also indispen-
sable for delivering precise and rapid results that strongly affect people’s 
health and lives. The ability to process and analyze vast amounts of data, 
detect patterns linking different symptoms and conditions, and assist 
physicians in formulating accurate diagnoses and treatments demon-
strates AI’s potential to revolutionize healthcare. 

However, in certain instances, the use of artificial intelligence in 
healthcare does not constitute a promising support system for human 
decision-making but instead a form of ethical malpractice. AI tools, which 
should merely enhance the capabilities of healthcare professionals, are 
being designed to make autonomous or semi-autonomous decisions that 
directly affect patient care. A particularly notorious case, largely due to 
its media resonance following the murder of CEO Brian Thompson, is the 
role of UnitedHealthcare and its misuse of AI in medical decision-making. 
UnitedHealthcare, currently the most thriving healthcare company in 
America (Ali and Dobbs 2025), employs advanced data analysis systems 
to support medical decisions. However, the company has faced important 
criticism around the way it uses AI to make life-and-death decisions for 
its patients. One major concern regards the alleged use of the nH Predict 
System, a software program deputed to analyze patients’ clinical data – 
including diagnoses, conditions, age, and gender. The algorithm cross-ref-
erences this information with a vast database to identify patterns, gener-
ate predictive analyses, and estimate the type of care patients should re-
ceive, along with the associated costs (Talia 2024). 

According to the American Medical Association, three out of five phy-
sicians believe that AI is increasing the number of authorization denials 
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(American Medical Association 2024) – a concern corroborated by an in-
vestigation led by the U.S. Senate Committee. The Committee’s findings 
reveal a correlation between AI-driven decision-making and rising denial 
rates. Specifically, in UnitedHealthcare’s case, denial rates for prior au-
thorization of post-acute care services skyrocketed from 10.9% in 2020 
to 16.3% in 2021 and then to 22.7% in 2022 – a period during which the 
company implemented multiple initiatives to automate the decision-
making process. Meanwhile, in Humana’s case – another relevant Amer-
ican healthcare company – denial rates were 16 times higher than those 
of its competitors (U.S. Senate Committee on Homeland Security and 
Governmental Affairs 2024). These statistics reveal the intent to refine 
decision-support systems not only to determine which treatments should 
be denied funding but also to predict which denials were likely to be ap-
pealed and which appeals were likely to be overturned (ivi). This increas-
ing reliance on automation suggests a deliberate strategy to cut assess-
ment time and related costs, prioritizing efficiency over patient welfare. 

What emerges with clarity is the pursuit of financial efficiency at the 
expense of real patient well-being. The pursuit of efficiency in AI use intro-
duces ethical tensions comparable to those observed in autonomous military 
systems, particularly regarding accountability and control. In both contexts, 
life-and-death decisions are being entrusted to algorithms, with human 
oversight minimized – sometimes to the point of near-total removal. Sys-
tems like nH Predict, intended to enhance the quality of medical care, are 
instead being weaponized to deny care as often as possible for the sake 
of profit. Here, the same fundamental questions arise as in military AI. 
How much autonomy should software or machines be granted in making 
medical decisions? Can human decision-making be entirely replaced by 
human-out-of-the-loop systems? Does AI autonomy undermine human 
autonomy and the right to life? The last question is particularly crucial. 
Denying life-saving or essential medical treatment is, as a matter of fact, 
a denial of the fundamental human right to life (United Nations General 
Assembly 1948). It precludes individuals from exercising autonomy and 
self-determination over their own bodies and well-being. It is evident that 
decision-making processes that jeopardize human life or degrade its dignity 
cannot be included autonomous systems’ designs. In this area, computa-
tional mechanisms demonstrate an obvious incompetence in the field of 
moral decision-making, which risks impacting on patients’ safety. 

In light of this, human control in life-and-death medical decisions is 
essential. The development of human-out-of-the-loop AI systems should 
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never be permitted in healthcare scenarios because, as in military appli-
cations, such systems are prone to error, susceptible to cultural and social 
biases, incapable of empathy or compassion, and vulnerable to illicit pro-
gramming and misuse (Zhang and Zhang 2023). 

Just as in military AI systems, the issues of transparency and account-
ability are inextricably linked. AI source codes are proprietary and heavily 
protected, making the inner workings of these systems opaque and moral 
accountability ambiguous. When medical treatment is denied, who bears 
responsibility? The AI developers? The healthcare providers? The insur-
ance companies? The lack of clear accountability not only prevents access 
to care for those in need but also encourages insurance agencies to per-
petuate unjust policies without fear of legal repercussions. The wide-
spread implementation of AI-driven decision systems in healthcare risks 
reinforcing pre-existing social injustices by perpetuating biases that un-
justly harm marginalized communities (Haider et al. 2024). Artificial intel-
ligence could further deepen the divide between those who can afford 
quality healthcare and those who are systematically denied it due to their 
economic and social status. 

All these ethical concerns emphasize the critical importance of human 
control in life-and-death situations. More broadly, they highlight the ne-
cessity of placing human well-being at the center of technological ad-
vancement. AI-driven systems that diminish human welfare must be re-
viewed and redesigned to create meaningful social change instead of be-
ing directed to make profits. No technological development can be consid-
ered authentic progress if it results in the degradation or dehumanization of 
human life rather than its improvement. This principle should serve as a foun-
dational standard for any ethical assessment of technology’s role in society, 
particularly given that technology is never entirely neutral in its application. 
As John Dewey (1925) emphasized, technological development is inher-
ently value-neutral, but it is shaped by human purposes, habits, and soci-
etal priorities and worldviews. If current applications of AI in healthcare 
prioritize profit over patient well-being, efficiency over ethics, and auto-
mation over human dignity, then there is an urgent need to change 
course – redirecting AI development toward decision-making processes that 
are more humane, just, and respectful of the fundamental rights to life and 
autonomy. 
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6. Ethical risks: What can we do about it? 

So far, this work has provided a brief overview of the ethical risks associ-
ated with using AI systems to support human life-and-death decisions. 
Now, as we approach the conclusion of this analysis, I intend to suggest 
some possible strategies for mitigating these risks. The first essential step 
is to avoid overreliance on AI and to acknowledge both its fallibility and 
the human risks involved. The primary reason for the excessive delegation 
of human decision-making to artificial intelligence lies in overconfidence 
– a mistaken belief that these systems are infallible. As we have seen, this 
is far from true: AI-driven decision-making can reflect the same cultural 
biases and discriminatory tendencies as its developers, it can produce er-
rors and misjudgments, and it lacks the proper skills to perform a proper 
ethical deliberation that is necessary to make ethical and informed deci-
sions. 

Once we recognize the fallibility of AI systems and develop a reasona-
ble skepticism about their trustworthiness in moral decision-making, mil-
itary, and healthcare agencies must establish robust evaluation and test-
ing mechanisms to ensure that AI’s efficiency does not lead to injustice or 
harm. Third, AI models and source codes should be more transparent and 
accessible so that the different ways in which the algorithms operate are 
clearer. This would allow for greater accountability when these systems 
make mistakes or generate harmful outcomes that affect human welfare. 

For ethical risk management to be effective, a comprehensive system 
of regulatory policies must be developed to define how AI should be em-
ployed in military and healthcare settings and, more importantly, what 
level of involvement AI systems should have in sensitive life-and-death 
scenarios. Legislation, for the time being, appears to be insufficient and 
opaque: it requires radical updating to reflect the realities of modern AI 
advancements rather than remain anchored to outdated conceptions of 
its potential. Without up-to-date legislation, we not only risk failing to ad-
dress the ethical concerns outlined here, but we may also find ourselves 
unprepared for AI misuse scenarios, lacking the tools to respond ade-
quately when they arise. What I believe is most crucial to demand from 
AI designs is making the role of human intervention mandatory in circum-
stances where human life is at stake. For this reason, I propose the adop-
tion of the “Meaningful Human Control” (MHC) framework (Santoni de 
Sio and Van den Hoven 2018) in life-and-death decisions, which would 
mandate human involvement in any algorithmic operation affecting peo-
ple’s safety or health. MHC is grounded in two key conditions: tracking and 
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tracing. First, autonomous systems must be able to track human moral rea-
soning – that is, their decisions should be responsive to values that human 
agents deem ethically relevant in a given context. Second, there must be a 
traceable link to a human agent who understands the functioning of the sys-
tem and can be held accountable for its outcomes. In other words, MHC en-
sures that decisions with important moral consequences are never com-
pletely handed over to machines but remain embedded within human un-
derstanding and responsibility. 

This approach stands in direct contrast to current trends in automation 
that risk removing humans from decision-making processes and thus dehu-
manize such processes. Moral reasoning, conscience, the ability to feel re-
morse, empathy, and a sense of responsibility are fundamental aspects of 
human decision-making that no machine can replicate. In situations requiring 
the most excellent exercise of empathy and humanity, we cannot entrust 
those decisions to computational logic. MHC provides a normative frame-
work that preserves moral responsibility by ensuring that ethically significant 
decisions remain meaningfully under human control. 

7. Conclusion 

The analysis conducted here was applied-based and aimed to provide in-
sights into the relationship between artificial intelligence and human deci-
sion-making in life-and-death situations. The fundamental observation that 
prompted these reflections is that while we have a growing awareness of AI’s 
benefits, we still lack sufficient ethical tools to fully grasp its scope and po-
tential consequences for human life. 

Although AI systems increasingly operate with a high degree of computa-
tional autonomy, they remain incapable of moral deliberation in the human 
sense. As argued in paragraph 3, these systems may process data, simulate 
ethical reasoning, and even generate decisions with morally significant con-
sequences – yet they do so without the capacities for intentionality, empa-
thy, or self-reflective judgment. These are essential elements of deliberative 
moral agency and are hitherto unique to human beings. Even if I believe AI 
is an exceptional tool that should be properly employed for collective hu-
man advancement and emancipation – and thus should neither be dis-
couraged nor demonized – we should not give them the status of full ethi-
cal moral agents. 

The distinctions between moral impact and the capacity of moral deci-
sion-making, computational decision and deliberative moral decisions, causal 
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responsibility and moral responsibility, they all matter deeply when focusing 
on understanding the relationship between computational autonomy and 
human control. Without sufficient human control, AI decisions risk generat-
ing gaps in responsibility and the possibility of leading to the dehumanization 
of moral decisions. As such, allowing algorithmic/computational logic to over-
ride or displace human decision-making in morally sensitive domains under-
mines the foundations of ethical responsibility and legal accountability. 

For these reasons, I contend that while AI should continue to be devel-
oped as a powerful tool for human flourishing, its deployment in morally 
charged contexts must always be bounded by effective human oversight. Sys-
tems that lack the capacity for genuine moral understanding should not be 
given authority over decisions that bear on human safety, dignity, or life it-
self. Through this reflection, I have aimed to emphasize the problematic as-
pects of AI’s role in human decision-making, while claiming that the ethical 
design and governance of AI must include a commitment to preserving hu-
man control and deliberative decision-making in life-and-death scenarios. 
One principle remains non-negotiable: wherever AI operates in ethically sig-
nificant domains, human responsibility must not be delegated but preserved. 
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